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Abstract: Artificial Intelligence is an emerging technology which has a transformative potential in 
wide array of technological fields within the economic, industrial, social, political, intelligence and 
military domains. For this reason, the governance of AI technology development and implementation 
has also become a factor of concern not just among policy and decision-makers, but also among the 
public. With AI’s potential impact on state power through its dual and strategic uses, the issue of AI 
governance is now firmly ensconced in global discourse and is a subdomain of cyber diplomacy. This 
article defines the main issues of AI governance, presents the emerging role of the EU as a normative 
power in this respect and also highlights the potential of transatlantic cooperation in the context of 
wider global rivalries in the technological field.
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INTRODUCTION

Artificial Intelligence (AI) has the potential to be the most momentous technological 
breakthrough since the development of nuclear fission. The final report of the National 
Security Commission on Artificial Intelligence in the US describes AI as so versatile that no 
historical parallel can do it justice, and it may only fit with how Thomas Edison described 
electricity, “It is a field of fields… it holds the secrets which will reorganize the life of the 
world”, and he characterized his knowledge of the field so far as “very little in comparison 
with the possibilities that appear” (Schmidt, 2021). 

Without commenting on the controversy of whether Artificial General Intelligence is 
achievable, what we can say about existing and anticipable AI developments points to 
myriad applications fueling a market growth of 76 billion dollars between 2020 and 2025 
(TechNavio, 2021). These applications will upend existing industries, such as those in 
the Industry 4.0 paradigm of increased automation, and will also enable new capabilities, 
making possible vast systems of surveillance, data analysis and automated decision making. 
The impact of AI would be extraordinary just from an economic standpoint, but its dual use 
nature and contribution to capabilities related to state power in the military and intelligence 
domains make dominance in the field a key bellwether for superpower status in the future. 
Drake (2022) points out that all major contenders for superpower status are investing 
heavily in AI, with the US planning to spend 4 billion dollars in the 2022-2023 fiscal 
years, Russia planning to spend 3.9 billion dollars between 2020 and 2024 (Markotkin and 
Chernenko, 2020) and China having already spent 1.6-5.4 billion dollars on AI in 2018 
alone (Acharya and Arnold, 2019). 
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The individual efforts of nation-states are backed up by cooperation efforts both in 
development and in controlling the deployment and usage of AI. Many issues surround 
the existence of such a disruptive technology, from supply and production chain issues, 
to privacy, but also to the advantages to state power from successful AI implementation 
and control. Therefore, it is easy to see that, beyond the economic glamour of AI, the 
technology is increasingly an important part of the battleground between the West and 
revisionist, competing and systemically rivalrous countries. This leads, as in (related) fields 
such as cybersecurity, blockchain and quantum computing, to both intra-bloc cooperation 
on governance and, more or less futile, attempts to establish a global governance regime 
for AI in the context of very public warnings about the existential risks of mass deployment 
of advanced AI that are permeating the public consciousness. 

This article analyzes the issue of AI development from a governance and cyber diplomacy 
perspective. It does not cover the technological development of AI, so much as inter-state 
coordination on how to create a usage regime compatible with a set of values, desired 
outcomes and collective priorities such as national security. A special focus is placed on 
Western cooperation, specifically on transatlantic coordination, which will play an important 
role in the future.

THE ISSUES IN PLAY

While Artificial General Intelligence is still a long way away from becoming a reality 
and it might never do so, AI is already fast becoming an integral part of decision-making 
and decision-support systems. This means that AI ethics and AI governance become a 
significant concern. 

Each new and groundbreaking technology generates ethical concerns and concerns regarding 
the governance of its security and other forms of impact. The applicability of AI to such 
diverse domains as health, education, transport, online commerce, cybersecurity or defense 
automatically entails discussions of regulations, ethics, safety and human control over this 
technology (West and Allen, 2021). In the context of globalization, these discussions will 
also tend to become the object of inter-state cooperation and contention, as a dynamic of 
coo-petition or competition-cooperation is established. 

If AI issues are not adequately resolved, then the inevitable implementation of AI technology, 
driven by economic competition, security competition or simple convenience, will result in 
new risks, vulnerabilities and threats, in incidents affecting lives, property and state prestige, 
in neo-luddite political and social movements and in the ultimate erosion of the legitimacy 
of governance systems in a more interconnected world. 

Table 1 features the main issues surrounding AI ethics and governance, as established by the 
authors on the basis of their experience.
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Table 1. Main issues of AI ethics and governance 
(source: authors)

AI Ethics and 
Governance 

issues

Issue Explanation
Manipulation Using AI to exploit and manipulate people
Combatant AI as defender but especially attacker of cyber systems
Injustice Using AI in predictive and scoring instruments which can 

lead to systematic discrimination and algorithmic injustice
Enemy identification AI as target selector in a weapons system in a military context
Decision to fire AI as a decision-maker and trigger pusher in autonomous 

weapons systems
Legibility for authorities AI transparency and governability for the legitimate and 

competent authorities
Political repression Use of AI by authoritarian governments for illegitimate 

goals - ex: mass surveillance, detection of dissidents
Intelligence The use of AI for intelligence and counter-intelligence work

Cyber Diplomacy is a natural tool for the coordination and collective action of sovereign 
actors with at least partly diverging interests. Diplomacy enables formalized discussions 
on principles, values, agendas and actions and may result in converging viewpoints and the 
formation of trust to establish binding governance frameworks and norms with regards to AI. 

THE BRUSSELS EFFECT

The EU has, of course, prioritized developing AI capabilities, as a reflection of the interest of 
its Member States, a group that includes some of the richest and most innovative countries 
in the world. Georgescu et al (2021) highlighted some of the latest European developments 
in supporting research into AI and AI-related fields. Governance is also important from 
the perspective of the European Union, not just from the practical perspectives of AI 
development and implementation, but also for the potential of the “Brussels Effect”, the noted 
European tendency to influence governance in different fields through market instruments, 
multilateralism, norm setting, codes of conduct, as well as standards (Brattberg et al, 2020). 
The European Union is a “normative superpower” (Csernatoni, 2021) and it remains to be seen 
whether AI will result in the same influence for the EU. AI is not just a European priority, but 
a component in a larger vision on European strategic autonomy, European digital sovereignty 
and on data sovereignty, which collectively define EU aspirations regarding its digital power 
and the power others have on it. The capacity of the European Union to replicate the Brussels 
Effect in AI will depend on whether the EU can stay at or close to the technological frontier 
on AI and whether it becomes a global champion in AI deployment, in the context of a 
technological race that is now taking place between two leading nations, the US and China.

EU technological sovereignty is based on European values and culture that emphasize human 
autonomy through concepts of sovereignty over data and in interaction with AI. Examples 
of non-AI documents with an impact on the ethics of AI use in the European vision include 
Europe fit for the digital age, the European Digital Strategy, the European Data Strategy, the 
Digital Services Act, the Digital Markets Act and others.
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The actual regulation of AI ethics primarily consists of COM/2021/206, “Regulation of 
the European Parliament and of the Council laying down harmonized rules on Artificial 
Intelligence (Artificial Intelligence Act) and amending certain Union legislative acts” 
(European Commission, 2021), and the Coordinated Plan on Artificial Intelligence 2021 
(European Commission, 2021b). According to these documents, the European Union must 
become “a global leader in safety, trustworthy and ethical AI”. Only “common action at 
Union level can protect EU digital sovereignty and use regulation power and instruments to 
form global rules and standards” (European Commission, 2021). In addition to mandatory 
legislation, the EU has also developed general principles for AI ethics, voluntary codes, 
recommendations and other forms of non-coercive governance, including in partnership with 
actors such as the US.

The formula used by the EU for ethical AI is Trustworthy AI (European Commission, 2019b). 
There are four levels of risk for AI, with different governance measures. Figure 1 summarizes 
these approaches.

Figure 1. EU governance principles for AI according to risk profile 
(source: author compilation, European Commission, 2021)

TRANSATLANTIC COOPERATION ON AI

Gehrke (2020) presaged the breakthrough in transatlantic cooperation on AI and other 
emerging technologies when he wrote that “with U.S.-China technological competition 
a defining characteristic of this decade, a transatlantic technology cooperation agenda—
addressing the rules, norms, and standards governing the use of emerging and sensitive 
technologies—is becoming a critical aspect of foreign policy and national security”. Simple 
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economic cooperation and regulation would not do anymore, given the interconnectedness of 
various issues and the necessity of reacting to the new terms of competition set by a rapidly 
ascending China and a revisionist Russia. 

On AI, the Trump Administration had relied on minimal regulations, for fear of damaging the 
innovation capacity of American industry, while cooperation with partners would emphasize 
American economic preeminence in AI deployment for lucrative new products. It was the 
Biden Administration that recognized that AI is the embodiment of the “dualism of emerging 
technologies, requiring cooperation, regulation and sustainable adoption of these technologies, 
while maintaining the resilience and values of the respective societies” (Musetescu et al, 
2022). A transatlantic cooperation agenda was vital in light of the potential of cooperation 
between AI industries, and the considerable progress of systemic rivals and revisionist actors 
(Bradford and Csernatoni, 2021). 

Newman (2021) identified the new approach by the Biden Administration, which prioritizes 
the risk management for new technology deployment and which makes possible transatlantic 
and cooperation and coordination on AI. Key American documents emphasize, in the majority 
of the emerging technology fields, a priority to cooperate with partners and allies to establish 
a global technological (and governance) order that is favorable to them and their values. 
International cooperation is one of the six strategic pillars of the National AI Initiative 
(Schmidt, 2021). The new Administration’s approach had been presaged also by Allen (2019) 
in a Brookings Institution report, which is often a source for policy inspiration for Democratic 
leadership in the US. This was taking place concurrently with the publication of the EU’s 
norms on AI ethics (EC, 2019). The final report of the National Security Commission on 
Artificial Intelligence of the US (Schmidt, 2019) features a chapter on cooperation with 
partners and allies, especially the EU, and emphasizing:

• Justified trust in AI systems;

• Support for democratic values: privacy, freedom and civil rights in the use of AI for 
national security purposes;

• Combating malign information operations run by AI.

For the latter, Drake (2022) emphasizes the importance of AI in counter-intelligence 
operations, which he describes as being neglected in the current policy thinking. Certainly, 
with transatlantic intelligence cooperation as new heights, especially in the context of Ukraine, 
AI for intelligence and counter-intelligence must eventually also take center stage.

The transatlantic cooperation got a new lease on life with the first EU-US Summit in seven 
years in late 2021, which saw the creation of the Trade and Technology Council featuring ten 
working groups. One of these was dedicated to AI ethics and implementation values. 

On the side of cooperation between individual states, the US has also implemented a 
Partnership for Defense that includes an AI dimension, with the following NATO states – 
the UK, Canada, Denmark, Estonia, France and Norway – and the following non-NATO 
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partners – Australia, Japan and South Korea in the American-defined Indo-Pacific region 
and Israel, Finland and Sweden in the general European area (the latter two prospective 
NATO members). The overlap with the EU is obvious, and Drake (2022) advocates for 
an extension of this useful cyber and defense diplomacy tool to Africa, as well, to counter 
China, including on AI.

Another area of transatlantic cooperation is the OECD, which has defined its own 
principles for secure AI after four expert level meetings, concluding in the adoption 
of a Recommendation during the OECD Council ministerial meeting on 22-23 May 
2019 (OECD, 2019), as can be seen in figure 2. They serve as high level guidance for 
national and international frameworks that can go into more detail. Increasingly, we 
see international organizations with a vested interest in AI trying to preempt national 
divergences in this domain by establishing high level conceptual frameworks and 
agreements on principles that can then legitimately inform national efforts. These too 
are a form of cyber diplomacy.

Figure 2. OECD Principles for AI 
(source: OECD, 2022)

The convergence of perspectives is also evident from the compatibility between the AI 
principles defined by the US Department of Defense and the NATO Principles on AI, as seen 
in Table 2.
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Table 2. AI principles defined by US DoD and NATO, for comparison (source: compilation by authors)

DoD Principles on AI (DoD, 2019) NATO Principles on AI (NATO, 2021)
•	 Responsible. 

Exercise appropriate levels of judgment and care, 
while remaining responsible for the development, 
deployment, and use of AI capabilities.

•	 Equitable. 

The Department will take deliberate steps to 
minimize unintended bias in AI capabilities.

•	 Traceable. 

The AI capabilities will be developed and 
deployed such that relevant personnel possess 
an appropriate understanding of the technology, 
development processes, and operational methods 
applicable to AI capabilities, including with 
transparent and auditable methodologies, data 
sources, and design procedure and documentation.

•	 Reliable. 

The Department’s AI capabilities will have 
explicit, well-defined uses, and the safety, 
security, and effectiveness of such capabilities 
will be subject to testing and assurance within 
those defined uses across their entire life-cycles.

•	 Governable. 

The Department will design and engineer AI 
capabilities to fulfill their intended functions 
while possessing the ability to detect and avoid 
unintended consequences, and the ability to 
disengage or deactivate deployed systems that 
demonstrate unintended behavior.

•	 Lawfulness

AI applications will be developed and used in accordance 
with national and international law, including international 
humanitarian law and human rights law, as applicable.

•	 Responsibility and Accountability

AI applications will be developed and used with 
appropriate levels of judgment and care; clear human 
responsibility shall apply in order to ensure accountability.

•	 Explainability and Traceability

AI applications will be appropriately understandable 
and transparent, including through the use of review 
methodologies, sources, and procedures. This includes 
verification, assessment and validation mechanisms at 
either a NATO and/or national level.

•	 Reliability

AI applications will have explicit, well-defined use cases. 
The safety, security, and robustness of such capabilities will 
be subject to testing and assurance within those use cases 
across their entire life cycle, including through established 
NATO and/or national certification procedures.

•	 Governability 

AI applications will be developed and used according to 
their intended functions and will allow for: appropriate 
human-machine interaction; the ability to detect and 
avoid unintended consequences; and the ability to take 
steps, such as disengagement or deactivation of systems, 
when such systems demonstrate unintended behaviour.

•	 Bias Mitigation

Proactive steps will be taken to minimise any unintended 
bias in the development and use of AI applications and 
in data sets.

OTHER FRAMEWORKS

While all state players with a significant ambition in the area of AI development and 
deployment will inevitably formulate a national governance agenda for the technology 
that also contains a component for cooperation and harmonization with partners, state 
actors are not the only highly advanced entities involved in this field. As in every other 
technological endeavor, multinational corporations are taking the charge in developing and 
deploying AI, serving as a main beneficiary of state allocation of funding for development 
and the main vector for deployment. Consequently, frameworks for AI governance of 
corporate origin are also quite common. Figure 3 presents the BMW Group’s code of 
ethics for AI, as a company that is both cooperating with others and investing own 
resources in AI development for transformational effects on its core business in the 
automotive sector.
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Figure 3. BMW Group Code of Ethics on AI (source: BMW, 2020)

These declarations serve as blueprints guiding internal “policy” on AI development and 
deployment and, therefore, have a practical effect on AI governance. At the same time, 
they serve as means for communicating with a wider consuming audience and a narrow 
policy-focused audience regarding the safety and sustainability of its AI efforts, thereby 
trying to alleviate concerns. Through lobbying efforts, and through concordance with like-
minded economic entities such as other technology companies, the frameworks proposed 
by companies such as BMW will ultimately inform the perspectives of national decision 
makers and have an impact on the ultimate result of cyber diplomatic activity in AI ethics 
and governance.

More and more, we will see such governance efforts coming from the private sector when it 
comes to emerging technologies, because it is the private companies that are at the forefront 
of the technological development and the practical application’s formulation, testing and 
deployment. The competent authorities are often two steps behind the most advanced 
practitioners, especially when it comes to regulations, and so legitimate actors, such as 
corporations, find it expedient to get ahead of inevitable regulation drives in order to avoid 
over-regulation, to retain influence over the regulation process and to mitigate, early on, some 
of the negative effects of technological deployment. We are seeing this play out in the field 
of blockchain, for instance, and have witnessed it in the de facto public-private partnership 
for cybersecurity. 
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CONCLUSION

AI technology has advanced by leaps and bounds. While Artificial General Intelligence 
remains in the realm of science fiction, the current state of the art in AI technology is at 
the level where significant disruption is possible through large scale implementation. From 
driverless cars to truly autonomous drone swarms and pervasive surveillance systems, AI is 
not only an economic gamechanger, but potentially one in military, intelligence and counter-
intelligence fields. This turns AI into a subject of inter-state competition, but also cooperation 
on issues related to the management of the impact of its adoption and the establishment of 
frameworks for more sustainable and safe patterns of adoption. The present article provided an 
overview of issues related to the governance of the widespread adoption and implementation 
of AI technology and some of the cyber diplomacy efforts that are shaping the Western and 
global frameworks of cooperation on the issue. Of particular note are the EU’s ambition to 
become a normative power in the field, in accordance with the “Brussels effect”, and the 
important role that transatlantic cooperation is set to play, through the inclusion of AI in a top 
position among cooperation initiatives between the US and EU. This is especially important, 
as China aims to become “the world’s primary AI innovation center” by 2030 (Acharya and 
Arnold, 2019) and new patterns of development and forms of competition emphasize AI as 
a key battleground in determining the superpowers of tomorrow.
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